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Bayesian optimization (BO)

Optimization algorithm best suited for
black-box
expensive evaluations
low input dimensionality

Basic idea:
approximate the target function with (probabilistic) model,
use this model to decide where to evaluate next.

Most popular model for target function — Gaussian process (GP).
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BO is useful

They used GPs to model target function.
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Gaussian process regression

GP — distribution over functions.

Bayesian inference for GPs:
prior: hand-picked GP
data: noisy evaluations of the function

likelihood: induced by Gaussian noise assumption
posterior: another GP

Let us explore this visually . . .
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Visual guide to Gaussian process regression
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The algorithm

Problem: minimize the target function φ : Rd → R.

At n’th step φ has already been evaluated at x1, .., xn. How do we choose xn+1?

Build posterior GP f using data

x1, .., xn, φ(x1), .., φ(xn).

Choose
xn+1 = arg max

x∈Rd

P(f(x) < min
i=1..n

φ(xi)). (MPI)

or
xn+1 = arg max

x∈Rd

E max( min
i=1..n

φ(xn)− f(x), 0). (EI)

Automatic exploration/exploitation trade-off.
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Example

Let us minimize Forrester function f(x) = (6x− 2)2 sin(12x− 4).

Choose some prior as f0 ∼ GP(?, ?).
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Example
Iteration 1.
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Example
Iteration 20.
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Example

Let us compare the model after 20 iterations with the target function.

(a) Target function (b) GP model
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Beyond the basic algorithm

For instance:
parallel BO
multi-objective BO
multi-fidelity BO
BO with gradients
BO with constraints
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Efficient high-dimensional Thompson sampling
Outstanding
Paper Honorable
Mention Award
at ICML 2020

X Improved performance owing to smaller error
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Models in manifold setting

To be presented on NeurIPS 2020.

(a) Ground truth (b) Posterior mean (c) Standard deviation
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Models in manifold setting

In review for AISTATS 2021

20

40

60

(a) Mean

4

6

8

10

(b) Standard deviation

Viacheslav Borovitskiy (SPbU, PDMI) Bayesian optimization 22 October 2020 18 / 19



Thank you for your attention!
viacheslav.borovitskiy@gmail.com

Mathematics & Computer Science department

Some figures were taken from: http://inverseprobability.com/talks/.
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